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Abstract

Photoplethysmography (PPG) is the leading technology
behind wearables, significantly hindered by PPG’s suscep-
tibility to motion artifacts (MAs). This study presents a
PPG reconstruction algorithm operating regardless of the
source of noise. Artifact detection is initially performed
by spectral and amplitude-based control. Morphology,
spectral and heart-rate (HR) variability (HRV) informa-
tion of the adjacent clean segments are used for recon-
struction. Thirty-six originally clean PPGs with added
noise of 2–120 s were used. Recordings were resampled
to 250 Hz. HR and HRV features were compared be-
tween original and reconstructed PPGs via Pearson cor-
relation (ρ), Bland-Altman (BA), normalized root mean
square error (nRMSE) and mean absolute percentage er-
ror (MAPE) analysis. For HR, ρ > 0.9 for all noise
lengths. Time-domain HRV: ρ > 0.91. Frequency-domain
HRV: ρ > 0.75. Poincaré indices: ρ > 0.85. Max.
nRMSE: 0.58%, max. MAPE: 1.72%. At least 86% of
recordings were within confidence interval, with most re-
sults being between 89%−97%, regardless of the noise du-
ration. The proposed algorithm allows the reconstruction
of corrupted PPG signals. The noise duration cut-off for
optimal results is 30–45 s. Nevertheless, it can be applied
in longer segments, still providing satisfactory results.

1. Introduction

Photoplethysmography (PPG) is gaining increasing at-
tention due to its simple technology and versatility regard-
ing use scenarios [1, 2]. Among the diverse applications,
PPG has been proved especially useful in healthcare, al-
lowing remote health monitoring and hence, prevention of
diseases [1, 2]. PPG signal can be analyzed either in its
primal form or after further processing, with the most pop-

ular applications being blood pressure or heart-rate (HR)
variability (HRV) calculation [3, 4]. The main limitation
of PPG, however, is the extreme sensitivity to any source
of noise, with motion artifacts (MAs) being the dominant
issue [1, 3]. Noise significantly affects PPG signal quality
and complicates the continuous health tracking.

Many works have focused on MAs detection [5–7]. The
principal techniques used are signal decomposition, adap-
tive filtering and spectral/morphological analysis [5]. Sig-
nal decomposition methods operate by locating MAs with
the help of other signal sources and decide upon the us-
ability of the signal based on quality analysis [5]. Adaptive
filters also make use of other sources to detect and remove
the noisy components of the signals [5]. Nevertheless, typ-
ical references used in adaptive filtering are not considered
reliable in detecting noise due to minimal movement [6].
The final and most diverse MA detection category often re-
quires the use of additional signal sources as well, while in
some cases, it is significantly hindered by the overlapping
of noise and HR dominant frequencies (DF) [5, 7].

Besides the usual requirement of additional signal
sources, which are not always available, the main draw-
back of the aforementioned techniques is the hyperfocus
on MA detection: noise is indeed detected but the sig-
nal is discarded or partially used in the best case scenario.
Moreover, while most of the algorithms are MA-centered,
the truth is that other sources of noise as well might affect
PPG quality and make its analysis impossible, obstructing
continuous health monitoring. The current work presents a
simplified technique to take full advantage of the corrupted
signals that can operate with any type of noise.

2. Materials and Methods

The database consisted of 36 PPG signals from 17
critically-ill patients, utilizing the BIDMC PPG and Respi-
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Figure 1. (a) Detection of noise due to lack of peak in the 0.7-Hz window of the second harmonic (0.75-1.45 Hz); (b)
An example of PPG reconstruction. Noise is added to the original signal and the reconstruction starts by defining CL,R

and splitting noise in L, R. The pulse morphology (ML,R) at each segment is then defined from CL,R and the pulse peak
locations are also defined (*). The reconstructed (red) and original (gray) signals are shown in the bottom. The gray signal
is hardly visible as it converges with the reconstructed signal.

ration Dataset [8]. Each signal had an eight-minute dura-
tion and was extracted with 125 Hz sampling frequency. In
order to ensure that the signal resolution was appropriate
for the analysis, signals were resampled to 250 Hz.

Preprocessing started by a 2nd-order high-pass Butter-
worth filter with cut-off frequency at 0.5 Hz, followed by a
3-level discrete wavelet transform to remove baseline fluc-
tuation and high frequency noise, respectively. Then, ran-
dom noise was added to the originally clean signals. For
each clean signal, 11 corrupted signals were created with
a noise duration of 2, 5, 10, 20, 30, 45, 60, 75, 90, 105 and
120 s. The mean signal-to-noise ratio of corrupted seg-
ments was −21.67 dB.

The main analysis was separated into two phases, the
noise detection and the PPG reconstruction phases, each
performed by making exclusive use of PPG signals.

A. Noise detection phase

The first step of noise detection was segmentation into
8-s epochs with 75% overlapping, meaning that the min-
imum noise length that can be detected is of 2 s. An ex-
haustive noise detection process was performed in three
levels, starting by localizing the epochs with DF that do
not belong to the [0.3 − 4] Hz interval. Afterwards, the
sum of the spectral power at 0.7-Hz windows with DF
and the first two harmonics centered (SPDF,2,3) was cal-
culated and compared to the total spectral power of the
epoch (SPall), so that a segment was considered as noisy
if SPDF,2,3 < 0.65 × SPall. The final noise detection
level consisted of the detection of all those segments for
which a peak in each 0.7-Hz window could not be found.
An example of noise detected due to lack of spectral peaks
is illustrated in Figure 1.a. When the noise detection pro-

cess was over, the noise tagging was extended by 1 s left
and right of the noisy segment, in order to include cases of
undetected noise segment in transition.

B. PPG reconstruction phase

In order to reconstruct the noisy PPG, the nearest clean
segments at the left and right of the noise (CL,R) need to
be located and used as reference. Their DF is then calcu-
lated by a second derivative analysis [9]. The noisy seg-
ment was separated into two equal parts (L, R) and the
DFL,R and HRL,R of each part was calculated, follow-
ing a 2nd-order band-pass Butterworth filter with fc1,c2 =
DFCL,CR

± 0.35. Afterwards, HRV and amplitude vari-
ability of CL,R were calculated by using the 10 closest
peaks of each segment (HRVL,R and AL,R, respectively).
The baseline pulse morphology of L and R (ML,R) was
also defined by the median of the five closest pulses of
CL,R. Reconstruction started by defining the peak loca-
tions of the reconstructed segments, by considering the
HRL,R and HRVL,R. Pulse recreation was effectuated by
using ML,R with its length and amplitude modified so that
it converges with the reconstructed peak locations, while
considering the AL,R. An example of PPG reconstruction
can be seen in Figure 1.b.

In order to evaluate the ability of the method to faith-
fully resemble the non-corrupted signal, the original and
corrupted signals were compared. HR and HRV (SDNN,
VARNN, RMSSD, VLF, LF, HF, SD1, SD2 [10]) were cal-
culated in both signals. Comparison was performed via
Pearson correlation and Bland-Altman (BA) analysis [11].
Finally, normalized RMS error (nRMSE) and mean abso-
lute percentage error (MAPE) were calculated, using the
HRV of the clean PPG signals as reference [12, 13].
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Figure 2. Pearson correlation for HR and HRV. Correla-
tion is quite high for most features until 45 s. RMSSD and
SD1 correlations converge for all noise lengths.

3. Results

Figure 2 illustrates the Pearson correlation between
original and reconstructed PPGs for HR and all HRV fea-
tures. HR correlation was performed both in the entire sig-
nal (HRall) and exclusively in the noisy segment (HRn).
Overall, correlations were high in most cases, with even
the lowest correlation in 120 s noise being higher than
75%, while values being mostly higher than 90% or 95%.
More specifically, HR and time-domain HRV features
showed an almost perfect correlation with values higher
than 95% regardless of the noise length. While an almost
perfect correlation was also found for HF, the remaining
frequency-domain features showed correlations as low as
76%. Nevertheless, correlations were close to or higher

than 85% in all cases with noise lower than 120 s. Re-
garding Poincare indices, while SD1 and SD2 showed very
high correlations, correlation in SD1/SD2 was lower but
still acceptable, being ≥ 85%.

The results of BA analysis are then shown in Table 1,
where the percentage (0−1) of recordings within the confi-
dence interval (CI) can be seen. This percentage oscillates
between 86−97%, with 86% being seen only twice, while
being 93% or more in most cases. These results indicate
coherence between HR and HRV values of the original and
the reconstucted PPG signals. In the last two rows of the
same table, the results of the error analysis can be seen.
Error was maintained very low regardless of the error met-
ric and the noise length, showing values < 2%. nRMSE
stayed below 0.6% for all cases, while MAPE showed val-
ues < 1% for noise length up to 30 s. Regardless of the
error metric, it seems that the error increases proportion-
ately to the duration of the noise.

4. Discussion

MA detection and elimination in PPG recordings is a
puzzling yet necessary task [1, 3]. Unfortunately, most
works only focus on the first part, developing complex
algorithms often requiring additional signals in order to
detect MAs [5–7]. This strategy has significant limita-
tions: additional signal sources might not be available,
while MAs is the main but not the only source of noise.
The most significant drawback, however, is the fact that,
although the noise is indeed detected, the signal is in most
cases discarded, which makes the initial effort put to find
the noise pointless.

This study presented a simple and efficient algorithm
that not only detects noise using exclusively PPG signals

Table 1. Results of BA (CI) and error analysis for different noise lengths. 90% or more of the recordings are within CI in
most cases. MAPE stays below 1.00 for noise ≤ 30 s. nRMSE is below 1.00 regardless of the noise duration.

2 s 5 s 10 s 20 s 30 s 45 s 60 s 75 s 90 s 105 s 120 s
HRn 0.97 0.86 0.97 0.93 0.97 0.97 0.93 0.97 0.97 0.97 0.97

BA
:C

I

HRall 0.93 0.93 0.93 0.93 0.97 0.89 0.97 0.93 0.93 0.93 1.00
SDNN 0.97 0.89 0.93 0.93 0.93 0.89 0.93 0.89 0.89 0.97 0.93
VARNN 0.97 0.89 0.93 0.89 0.89 0.86 0.93 0.93 0.89 0.93 0.97
RMSSD 0.97 0.97 0.97 0.93 0.93 0.93 0.93 0.89 0.89 0.93 0.97
VLF 0.93 0.97 0.97 0.97 0.93 0.97 0.93 0.93 0.93 0.93 0.93
LF 0.93 0.93 0.93 0.97 0.93 0.93 0.93 0.97 0.89 0.93 0.97
HF 0.89 0.93 0.93 0.93 0.93 0.93 0.93 0.89 0.89 0.89 0.97
LF/HF 0.93 0.89 0.93 0.93 0.93 0.93 0.97 0.93 0.97 0.97 0.97
SD1 0.97 0.97 0.97 0.93 0.93 0.93 0.93 0.89 0.89 0.93 0.97
SD2 0.93 0.93 0.93 0.97 0.97 0.97 0.89 0.93 0.93 0.89 0.93
SD1/SD2 0.97 0.89 0.93 0.93 0.97 0.97 0.89 0.97 0.97 0.97 0.97
nRMSE [%] 0.07 0.08 0.09 0.15 0.20 0.32 0.27 0.35 0.38 0.47 0.58

E
rrorMAPE [%] 0.59 0.60 0.67 0.81 0.96 1.22 1.24 1.24 1.14 1.51 1.72



but is also able to retrieve the information even in the case
that the signal quality is very low. The noise detection
phase consists of a three-round control, based on the DF
of the signal. The PPG reconstruction phase is based on a
simple assumption: in very short segments of 1-2 s, even
when the activity of the subject is abruptly modified, there
will be high similarity in the morphology and the DF of the
PPG signal. Starting from this point, the algorithm uses the
clean segments surrounding the noise in order to iteratively
reconstruct the signal. As a result, there is high resem-
blance between the original and the reconstructed signals,
as can be seen from Figure 1.

Given that HRV is more sensitive to even the slightest
alterations in HR, the performance was tested in terms of
correlation, BA and error analysis. Pearson correlations
asseses the similarity between the patterns of the original
and the reconstructed signals and was overall found high,
especially in time-domain HRV analysis. A more adequate
assessment of the similarities between two signals can be
performed with BA analysis, using the original PPG sig-
nals as the reference. Indeed, the results indicated a gen-
eral agreement, an observation that was corroborated by
the very low error rates even in the cases of the longest
noise. These results suggest the use of the proposed algo-
rithm in health monitoring analyses or its implementation
in continuous monitoring devices, significantly contribut-
ing to the uninterrupted health tracing.

5. Conclusions

A simple algorithm was presented able to detect noise
of any source and efficiently retrieve the lost information
of the signal. The algorithm was evidenced successful
in faithfully recreating the distorted signal and calculating
crucial indices in healthcare analysis such as HRV features.
The use of this technique in wearable devices could as-
sist in health analysis and thereby contribute to prevention
from cardiovascular diseases.
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