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Abstract

There is a need for accurate and reliable detectors of
asymptomatic atrial fibrillation (AF). Several ECG-based
algorithms have been described in the literature, but no
open comparison of features on out of-sample data has
been published. Therefore, ten R-peak related features
were selected from detectors available in literature and
their classification performances were assessed both uni-
variately and when combined using a Support Vector Ma-
chine (SVM). The MIT-BIH AFDB was used as the train-
ing set, and the MIT-BIH Normal Sinus Rhythm Database
(NSRDB) and the MIT-BIH Arrhythmia Database were
used for out-of-sample test performance assessment.

During the training phase, the optimal number of beats
for accurate detection was determined using cross valida-
tion. The SVMs hyper-parameters were optimized with a
grid search. On the training set the SVM had a Sensitivity
(Se) of 99.07% and a Positive Predictive Value (PPV) of
98.27%.

During independent testing on the MIT-BIH NSRDB the
SVM had a Sp=99.72% which was superior to any sin-
gle feature or previous detector. The SVM also provided
a Sp=99.70% on series 100 of the MIT-BIH Arrhythmia
Database and a Sensitivity of 100% on series 200 of the
same datase. A good Specificity (82.00%) and Accuracy
(85.45%) were also obtained. Results are superior to any
previously reported, for both training and testing and ro-
bust across multiple databases.

1. Introduction

Atrial fibrillation is the most common heart rhythm dis-
order: lifetime risk for AF is approximately 25% in men
and women over 40 years of age and its prevalence is des-
tined to rise with an ageing population [1]. Current diag-
nostic methods to detect AF are mostly symptom-based,
thus leading to a large under-representation of the AF bur-
den, which is associated with an increased risk of hospital-
ization, stroke and death [2]. If we consider that the silent

nature of this arrhythmia is as likely to generate compli-
cations as symptomatic AF, screening of the general pop-
ulation should be taken into account, as it would detect
additional AF cases compared to routine practice. Earlier
detection would result in improved outcomes, given the ef-
fectiveness of existing treatments in managing symptoms
and reducing further complications. To accomplish wider
screening, a screening system that requires minimal train-
ing and is robust to noise is required. This work therefore
only considers detectors based on peak-detection, since
morphology-based detectors are prone to low levels of
noise.

A variety of AF detectors employing different features
extracted from the RR interval series have been proposed
in literature, but no open comparison of those features
on out of-sample data is still available. Therefore, in
this work, we selected ten RR features from the top per-
forming algorithms and their performances in detecting
AF episodes were tested on variety of public (MIT-BIH)
databases. The classification performances of the selected
features were evaluated both univariately and multivari-
ately using a Support Vector Machine (SVM).

2. Methods

We focused our attention on published AF detectors
which were based on Ventricular Response analysis (R-
peak detection), aimed to reveal the irregular, rapid-
varying nature of RR intervals during AF. Only those with
high performance and possessing robustness to artefacts
and noise were chosen.

2.1. RR features

Among the available methods, we selected RR features
from the three most accurate methods reported: Lake and
Moorman [3], Linker [4] and Sarkar et al. [5]. The meth-
ods were selected for their superior performances mea-
sured on MIT-BIH databases and the relative independence
of their employed features. From these algorithms we con-
sidered ten mostly independent features for further evalua-
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tion and comparison. They were: CosEn and SampEn, de-
scribed by Lake and Moorman [3] and based on the magni-
tude of the sample entropy within a segment of the RR se-
ries; AFEvidence, OriginCount, PACEvidence, Irregulari-
tyEvidence, as described by by Sarkar et al. [5] which are
based on the irregularity of the ∆ RR interval series; MAD
described by Linker [4], which is a RR variance-based AF
feature. We also considered the features of median heart
rate, minimum RR interval and mean RR interval within
the analysis segment.

2.2. Databases

For training and testing the algorithms, standard datasets
available on Physionet were used. The AF detectors
were trained on the MIT-BIH Atrial Fibrillation Database
(AFDB), which includes 25 long–term (10 hour) ECG
recordings of adult humans with (mostly paroxysmal) AF.

During the testing phase the MIT-BIH Normal Sinus
Rhythm Database (NSRDB) and the MIT-BIH Arrhyth-
mia Database (ArrDB) were employed. The NSRDB is
composed by 18 long-term ECG recordings: 18 subjects,
including 5 men, aged 26 to 45 and 13 women, aged 20 to
50. None exhibits significant arrhythmias, except sporadic
ectopy. The ArrDB contains 48 short-term (30 minutes)
ECG recordings. This dataset can be divided in two series:
series 100 of the ArrDB includes 23 recordings contain-
ing different types of arrhythmias (but not AF). Series 200
of the ArrDB includes 8 AF subjects, but also events of
ventricular bigeminy and trigeminy, atrial flutter and other
arrhythmias, which are likely to confound an AF detector.

2.3. Evaluation protocol

2.3.1. Performance metrics

The AF detectors were compared using the following
performance metrics: Sensitivity: Se = TP/(TP +FN),
Specificity: Sp = TN/(TN + FP ), Accuracy: Acc =
(TP + TN)/N , Positive Predictive Value: PPV =
TP/(TP + FP ), where TP is the number of True Posi-
tives, TN is the number of True Negatives, FP is the num-
ber of False Positives and FN is the number of False Neg-
atives. The total number of observations is denoted by N.

2.3.2. Window length

The analysis window length (WL) is an important pa-
rameter to take into consideration when AF methods are
compared. A short WL allows for faster calculations and
is more suitable to address the arduous challenge of parox-
ysmal AF events, which usually have unpredictable onset
and short duration. On the other hand, a longer WL pro-
vides a more robust estimation of the RR segment content,

since more data are available to and the signal to noise ra-
tio is therefore higher, although, the computational cost is
higher. During training, values of WL from 12 to 300 were
considered for each feature. However, AF events whose
duration is less than 30s are usually not considered to have
clinical relevance.

2.3.3. Minimum number of AF beats

It is important to specify which is the minimum num-
ber of AF beats (minNbeat) within a N-beat segment nec-
essary to classify that segment as AF event. This choice
has impact on the shortest AF episode which can be de-
tected. Therefore, both for the training and the testing
phase, results were evaluated for minNbeat = 10, 30 or 50
beats. Values of WL smaller than the minimum number of
AF beats required were not considered during the training
phase. For example, if minNbeat=30, the minimum value
of WL was also set to be equal to 30.

2.3.4. Univariate analysis

Detection algorithms described by Lake and Moorman
[3], Linker [4] and Sarkar et al. [5] were trained on the
MIT-BIH AFDB. A 5-fold cross validation was performed
to assess the optimal WL, using the minNbeat values re-
ported in section 2.3.3. The area under the receiver oper-
ating characteristic curve (AUROC) was the target metric
for maximization. Successively, each model was retrained
on the entire AFDB to determine the optimal threshold.

2.3.5. AF classification using an SVM

The features CosEn, SampEn, AFEvidence, Origin-
Count, PACEvidence, IrregularityEvidence, median heart
rate, minimum RR interval, mean RR interval were com-
bined by using an SVM with a radial basis function kernel.
The SVM training was preceded by a grid search (tuning
phase) to optimize the SVM hyper-parameters: γ, which
controls the kernel width, and C (cost of misclassification)
for each window length. The grid search was performed in
combination with a 5 fold cross validation to reduce over-
fitting, while efficiently maximizing the amount of data
used for model development.

3. Results

Table 1 presents the performance of the top three algo-
rithms in the literature (on the training set - the AFDB)
and the corresponding optimal WL for each method. Ta-
ble 2 reports results obtained by the SVM for the MIT-BIH
AFDB for the optimal WL for each value of minNbeat be-
ing considered. Note that the Se, Acc and PPV are rel-
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minNbeat=10 CosEn MAD AFEvidence
Se 95.57 94.64 95.04

Acc 96.56 92.45 96.72
PPV 96.39 89.49 97.40
WL 41 282 82

minNbeat=30 CosEn MAD AFEvidence
Se 96.45 95.74 97.20

Acc 97.13 92.85 97.29
PPV 96.80 89.20 96.52
WL 60 282 76

minNbeat=50 CosEn MAD AFEvidence
Se 97.11 96.42 97.25

Acc 97.49 92.98 97.80
PPV 96.96 88.82 97.58
WL 91 282 99

Table 1. Univariate feature performance (%) on the MIT-
BIH AF database. WL is in beats.

SVM minNbeat 10 minNbeat 30 minNbeat 50
Se 98.12 98.45 99.07

Acc 98.42 98.62 98.84
PPV 98.26 98.36 98.27
WL 65 95 140

Table 2. SVM performance (%) on the MIT-BIH AFDB,
by varying minNbeat. WL and minNbeat are in beats.

atively unnafected by values of minNbeat if the window
length parameter (WL) is adjusted in a relative manner.
Note also that all three algorithms provide similar perfor-
mances, with the exception of MAD, which has a 7% lower
PPV and requires a much longer analysis window.

Results on the test sets are reported in Tables 3, 4 and
5. On the NSRDB, all the methods maintained a good per-
formance in rejecting normal sinus rhythm, with the ex-
ception of CosEn, which exhibited a Sp=5% lower than
all other techniques being tested. When minNbeat= 10
beats, AFEvidence exhibited the best specificity (99.15%),
followed by the SVM approach (98.91%) and MAD
(98.37%). Note that the latter method uses a smaller
window length (65 beat-segment) compared to MAD and
AFEvidence. By increasing minNbeat to more clinically
relevant scenarios, the SVM approach exceeded the perfor-
mance of the best single feature (AFEvidence), providing
a Sp=99.71% and Sp=99.72%, for minNbeat equal to 30
and 50 beats, respectively.

On series 200 of the MIT-BIH ArrDB, Lake and Moor-
man [3] displayed the highest Se (98.97%) and the small-
est window size (41 beat-segment), followed by the SVM
(Se=96.35%), which maintains a better Acc=85.53%,
when minNbeat=10 beats. However, as noted earlier, AF

episodes of less than 30s duration are not clinically sig-
nificant. When considering minNbeat=50 beats, the SVM
had a Sp=99.70% on series 100 of the MIT-BIH ArrDB
and a Se=100% on series 200. The successful detection of
the all true AF segments when using the SVM is obtained
without degrading the accuracy (85.45%), with better per-
formance compared to the most accurate single feature of
AFEvidence (Acc=84.97%).

minNbeat CosEn MAD AFEvidence SVM
10 93.07 98.37 99.15 98.91
30 94.10 98.37 98.63 99.71
50 94.58 98.37 99.39 99.72

Table 3. Specificity (%) obtained on the MIT-BIH
NSRDB at different values of minNbeat (in beats).

minNbeat CosEn MAD AFEvidence SVM
10 91.99 94.30 98.76 99.17
30 92.98 94.30 97.39 99.59
50 92.56 94.30 99.15 99.70

Table 4. Specificity (%) obtained on the series 100 of
the MIT-BIH Arrhythmia Database with different values
of minNbeat (in beats).

minNbeat 10 CosEn MAD AFEvidence SVM
Se 98.97 92.00 96.05 96.35
Sp 75.06 68.15 81.76 82.78

Acc 79.67 73.91 84.68 85.53
PPV 48.65 47.92 57.48 58.73

minNbeat 30 CosEn MAD AFEvidence SVM
Se 98.94 93.48 99.33 99.20
Sp 74.82 67.08 77.93 83.56

Acc 79.26 72.95 81.93 86.60
PPV 46.98 44.79 50.86 59.33

minNbeat 50 CosEn MAD AFEvidence SVM
Se 99.19 97.62 99.12 100.00
Sp 74.64 66.67 81.73 82.00

Acc 79.17 72.95 84.97 85.45
PPV 46.95 42.71 55.39 56.85

Table 5. AF detector performance (%) on the series 200
of the MIT-BIH ArrDB when minNbeat is equal to 10, 30
and 50 beats.

All the presented methods show low values of PPV
on the series 200 of the MIT-BIH ArrDB (see Table 5).
This is due to the elevated number of FP in this dataset,
which affects all methods, with significantly better per-
formance for AFEvidence (PPV=55.39%) and the SVM
(PPV=56.85%). We observed common difficulties in re-
jecting TN segments for record 106, containing a high
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number of premature ventricular contractions (∼ 26% of
all beats) and records 200, 201, 207, 208, 214, 222, 228.
These records are all characterized by the presence of ven-
tricular bigeminy and/or ventricular trigeminy and/or atrial
bigeminy and/or supraventricular tachycardia.

4. Discussion

In this study, we focused on AF detection algorithms
appropriate for a screening application which would allow
for mass screening and address the under-estimation prob-
lem of AF. We chose RR analysis-based features, since
they are least affected by artifacts and noise normally
present in ambulatory conditions. Nine AF predictors were
used in an SVM, allowing the predictive power of each
published algorithm to be combined. We also conisdered
the effect of varying the mininum number of beats required
to trigger a detection (minNbeat) and the optimal WL.

The excellent results obtained by using the SVM on
the AFDB during the training phase (Se=99.07% and
Acc=98.84%) were validated when using the NSRDB and
the MIT-BIH Arrhythmia Database as test sets. Results
obtained on these test sets as compared to the best single
features were generally improved with the SVM, in partic-
ular in terms of Se. The SVM detected the most true AF
events (Se=96.35%) while still correctly rejecting normal
sinus rhythm (Sp=98.91%) when minNbeat=10 beats and
with a relatively short window length of WL=65 beats.

The MAD feature provided consistently and signifi-
cantly lower performances than all other algorithms on all
databases, and CosEn exhibited a significantly lower per-
formance than AFEvidence and the SVM on the NSRDB
and ArrDB. The SVM performed consistently higher than
all other tested algorithms, and in particular for low num-
bers of atrial beats in a given window. Given that we
wish the window to be as short as possible for easier data
collection (and often patient compliance as noise reduces
the length of the useful window to less than the desired
protocol), the SVM applied to a 95 beat window with
minNbeat=30 is recommended. However, if the window
is reduced below this length (in particular to a 65 beat
segment) then a model switch to the SVM trained with
WL=65, minNbeat=10 is ideal. Signal quality algorithms
could be used to automatically adjust the window length
and remove low quality segments.

All algorithms exhibited showed a high number of FP
on the series 200 of the MIT-BIH ArrDB. The presence
of irregular rhythms, such as ventricular bigeminy and
trigeminy caused false positive detections, degrading the
overall performance of the AF detectors. It should be noted
that the relatively lower performances are at odds with the
other test databases, and perhaps should be re-interpreted
in light of the fact that we would expect R-peak based AF
detectors to trigger on any high entropy time series. The

arrhythmias observed in the ArrDB constitute such high
entropy time series, and for the proposed application (a
mass screening tool), it is probably not important to pe-
nalise algorithms for triggering on bigeminal and trigemi-
nal rhythms. It may in fact be important to trigger on such
rhythms and draw the patient’s or clinician’s attention to
such a problem, since treatment may also be needed for
these non-AF arrhythmias.

5. Conclusion

Fusion of AF-related features using machine learning
provided a best-in-class model for AF detection, character-
ized by high accuracy, and in particular sensitivity to AF
events and high specificity for normal sinus rhythm. In par-
ticular, the SVM provided a robust algorithm across mul-
tiple databases, especially on the out-of-sample databases.
The effect of window length and minimum number of AF
beats was also quantified. The presented algorithm could
be considered for real-world AF screening applications.
We are releasing a Java version of our SVM-based ap-
proach under an open source license [6].
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