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Abstract

To the large number of diverse methods for the compu-
tation of heart rate variability and the common classifica-
tion algorithms we add a new one, based on the distances
between heart rate signals. Given two groups of subjects
and a test subject, which we want to categorize into one
of the two groups, we compute the average distance of the
test subject from each group and then classify the subject
based on these two distances.

In this algorithm, we do not use distances between
groups of features, but distances between the signals them-
selves. The surprising result is that the signals are not cat-
egorized simply based on the minimum average distance
from each group. We noticed that distances between sig-
nals of elderly subjects were smaller that those between
young subjects. Distances between young and elderly sub-
jects were somewhere in the middle. Three distance met-
rics are used: the Euclidean distance, the Manhattan dis-
tance and dynamic time warping.

1. Introduction

A large number of methods estimating the variability
of the heart rate has been proposed. Many of them are
used in the clinical practice giving significant information
to the physicians for the condition of the heart and possi-
ble hidden irregularities. In [1] guidelines for the standards
of measurement, the physiological interpretation, and the
clinical use of Heart Rate Variability (HRV) are presented.
The review paper [2] comes to give attention to newer
methods, or methods that were given not much attention
in [1].

Some of the proposed methods are mainly used in the
research, seem promising, present remarkable results, but
are not widely used in clinical practice. This is not be-
cause these methods are less important, but due to the slow
adapting times that physicians normally (and is necessary
to) present.

One may wonder why there are so many methods al-
ready proposed and why every day new ones appear. The
answer is simple and must be sought to the complexity of
the heart as an organ and as a structural unit. This com-

plexity has not been modeled in a satisfactory degree and
we are still far away from it. What we have achieved by
now is to observe its electrical activity and interpret the
recorded information. The underlying phenomena that in-
fluence the heart rhythm have also not deeply investigated,
even though medicine and technology have made huge
steps during the last decades. Since we do not know the
accurate mechanism that produce the heat rhythm, we can-
not decide which method is the most appropriate one. We
are not even sure if such a method exists.

Therefore, papers with new methods appear often and
been accepted for publication. Each method attempts to
depict the phenomenon from a different point of view, em-
phasizing on the information that can describe better. Lets
stay in a coarse grain level and see what kind of informa-
tion is attempted to be captured from each family of com-
mon methods.

Time domain methods analyze the signals describing the
variability in the time domain. No matter if they exam
the differences between successive beats, or the differences
from the mean, or something else, what they actually com-
pute is the variability of the signal in a given time interval.

Frequency domain methods describe the power in un-
derlying rhythms. Even though there is a correspondence
between methods of time and frequency domains, the ex-
pression of the variability is done with different means and
the information extracted is not always the same. This is
the reason why both these families of methods are widely
used in the clinical practice, but none of them has been
accepted as the only standard.

The wide use and acceptance of time and frequency do-
main methods has led to the examination of time-domain
methods. Even though these methods are used, at least
until now, by the researchers only, the results show that
breaking the signal into scales and then applying time do-
main methods in each scale can sometimes give more clear
information.

Non linear methods see the problem from a completely
different point of view. They consider the heart as a com-
plex system and try to measure this complexity. Looking
deeper in this family we will see a large number of differ-
ent ways to do that.

In conclusion, the complexity of the phenomenon we
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study and the relatively low knowledge of its underlying
mechanisms have led us to adopt a large set of diverse
methods that aim to describe the variability of the heart
rhythm from a different point a view. A completely dif-
ferent approach is proposed in this paper, adding one more
perspective to the existing ones.

In this paper we compare signals and we categorize
them based on their distances from other signals. Given
two groups of subjects expected to present different vari-
abilities and one heart rate signal for which we want clas-
sify into one of the two groups, we compute the mean dis-
tance of the signal from all signals belonging in the first
group and all signals belonging in the second group. Com-
paring these two average values we can classify the exam-
ined signal. Distances between signals of elderly subjects
were smaller that those between young subjects. The clas-
sification criterion is not the minimum distance between
the two groups, as one could normally expect. Distances
between young and elderly subjects were somewhere in the
middle. In our experiments we used three distance metrics:
i) Euclidean distance (ED) ii) Manhattan or City Block dis-
tance (MD) and iii) Dynamic Time Warping (DTW).

The rest of the paper is structured as follows. Section
2 presents the three metrics used to compute the distances
between two signals. Section 3 is divided into three sub-
sections, describing the data we used, the experiments we
did and our results. The last section concludes this work.

2. Distance Metrics

The distance between two signals can be expressed with
many different metrics. When the signals are of the same
size, the Euclidean distance can be employed. Suppose we
have the signals xi and yi, where 1≤ i≤N . The Euclidean
distance is given by:

Deucl =

√∑N

i=1
(xi − yi)2 (1)

In a similar way, the Manhattan distance is defined. It is
also called City Block distance:

Dmanh =

√∑N

i=1

∣∣xi − yi
∣∣ (2)

Another way to express the distance between two sig-
nal is by using the Dynamic Time Warping (DTW) metric.
We will use the symbol Ddtw in accordance with the other
two metrics. Ddtw can be used even when the two signals
have not the same size. The method compares the two sig-
nals and corresponds points between them, so that the total
sum of the distances between these points is the minimum.
Figure 1 shows the details of the implementation.

Since the computation of DTW is of complexity O(n2),
the computation of the distance between a given signal and

Algorithm DTW(x,y):
D0,0 = 0

for i← 1 . . . N do
Di,0 ←∞

for i← 1 . . .M do
D0,i ←∞

for i← 1 . . . N do
for j ← 1 . . .M do

Di,j = dist(xi, yj) +min(Di−1,j−1, Di,j−1, Di−1,j)

return DN,M

Figure 1. The computation of the distance of two signals
x,y usind dtw. The distance is given by the element DN,M

all signals in a given group of signals can be very expen-
sive. Especially, when the number of the signals in the
group is large or/and the size of each signal is also large.
In order to speedup the computation, we used a fast version
of DTW.

DTW has been used in analyzing data from different sci-
entific fields. In [3] DTW is used to find patterns in time
series, in [4] for voice recognition, and in [5] for word
image matching. We should mention the study [6] which
uses DTW to compare electroencephalograms (EEGs). In
this study the method PROCESS is introduced, in which
EEGs are categorized in one of two groups, based on the
DTW distance and k-NN classification algorithm. In this
method, a vector with all distances of a signal from a given
set of signals is fed to k-NN algorithm. The system is
trained with a subset of the signals and tested with the rest
of them. The results show that this method can classify
EEGs with a remarkable accuracy.

3. Experiments

3.1. Data

For our experiments we used the Fantasia dataset [7].
This is a publicly available dataset which can be freely
loaded from Physionet [8][9]. It consists of 40 record-
ings, 20 of which have been acquired from young subjects
of age between 21 and 34 years old, and 20 from elderly
subjects all between 68 and 85 years. All subjects were
healthy. Each subgroup includes equal numbers of men
and women. All subjects remained in a resting position and
in sinus rhythm during recording. They were watching the
movie Fantasia (Disney, 1940) to help maintain wakeful-
ness. The continuous ECG signals were 120 minutes long
and digitized at 250 Hz. Each heartbeat was annotated us-
ing an automated detection algorithm, and each beat anno-
tation was verified by visual inspection. We downloaded
and used the RR interval signal (heart rate signal).
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Table 1. Accuracy of Categorization

Euclidean DTW Manhattan
Size Accuracy (%) Accuracy (%) Accuracy (%)

64 97.90± 2.31 94.00± 3.84 98.45± 1.57

128 98.90± 1.67 96.55± 2.87 99.00± 1.58

256 98.90± 1.51 97.45± 2.26 99.70± 0.81

512 98.40± 1.48 98.40± 1.30 99.80± 0.68

1024 99.35± 1.10 99.20± 1.17 99.90± 0.49

2048 99.65± 0.87 99.05± 1.21 99.90± 0.49

4096 99.25± 1.15 99.85± 0.59 100.00

3.2. Methods

We performed three different groups of experiments,
each for one of the three metrics: Deucl, Dmanh and Ddtw.
Each experiment is described by the following steps:

- step 1: in a preprocessing step, we normalize the original
signals by dividing them with their mean value
- step 2: in the main part, we use leave-one-out cross vali-
dation to estimate the accuracy of the method

- step 2.1: we randomly select a subpart of each signal
of size N

- step 2.2: for each of these subparts we compute the
average distance between the time series belonging in
the same category and the average distance between
time series belonging in the different category
- step 2.3: we test if the classification failed or not

- step 3: finally, we compute the accuracy based on the
leave-one-out cross validation

We performed each experiment 50 times and reported
the mean accuracy. The testing hypothsis was that dis-
tances between signals of elderly subjects were smaller
that those between young subjects. Distances between
young and elderly subjects were somewhere in the middle.

Code was developed in Python and SL [10].

3.3. Results

In Table 1 the experimental results are shown. We can
notice that the classification accuracy is remarkably high
for all three metrics. The best results are presented by the
Manhattan distance, which reaches to an 100% accuracy
for N=4096. The accuracy increases as N increases as
expected. Since all compared signals were of the same
size, DTW could not exploit its ability to compare signals
of different size. We kept the size of compared signals
equal in order to have comparable results and to reduce the
numbers of the parameters of the problem.

4. Conclusions

Each family of the common heart rate variability analy-
sis methods estimates the variability from a different point
of view. Statistical methods estimate variability in time
domain, frequency methods estimate the power in specific
frequencies, time-frequency methods are somewhere in the
middle, when non-linear methods estimate the complexity
of the underlying system. The methodology proposed here
is different: it compares distances between the signals and
categorizes them based on these distances. As metrics we
used the Euclidean, the Manhattan Distance and Dynamic
Time Warping.

We used the Fantasia dataset available from Physionet.
It consists of recordings of 20 young and 20 elderly sub-
jects. With the RR time series we performed the follow-
ing experiment. We first normalized the signals by divid-
ing them with their means. Then, we randomly selected
a subpart of each, with length N . We computed the aver-
age distance of each signal from all signals belonging in
the same group and from all signals belonging in the other
group. We noticed that distances between signals of el-
derly subjects were smaller that those between young sub-
jects. Distances between young and elderly subjects were
somewhere in the middle. We used leave-one-out cross
validation to estimate the accuracy of the method. We per-
formed the experiment 50 times and report here the aver-
age accuracy.

The results showed high accuracy, almost always higher
than 95%, even for very small values of N . For N=4096
the accuracy reaches to 100% for the Manhattan distance.
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