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Abstract

Imaging photoplethysmography (iPPG) enables the extraction of physiological signals from standard RGB video recordings. For the assessment of the human health condition, pulse pressure is of utmost importance and is usually determined from conventional blood pressure signals. Within this work we present the fully automated estimation of pulse pressure using iPPG. We computed the pulse strength from the iPPG signals and performed a linear correlation analysis with the corresponding pulse pressure. We compared different algorithmic iPPG approaches amongst one is an artificial neural network. We measured a maximum Pearson correlation of 0.65 for the artificial neural network and 0.63 for the best conventional approach. Our results show 0.1 increase in correlation coefficient compared to previous work based on manual processing, demonstrating the feasibility of automated contactless pulse pressure estimation from RGB videos.

1. Motivation

Pulse pressure, i.e. the difference between systolic and diastolic blood pressure, is of utmost importance for the assessment of the human health condition. In practical, it is derived from conventional, i.e. contact based, blood pressure measurement which is why a fast and easy to use method for pulse pressure estimation would be beneficial in numerous medical settings. Within this work, a comparison of contactless and fully automated methods for pulse pressure estimation from RGB video recordings using imaging photoplethysmography (iPPG) is presented. We analysed two different skin segmentation approaches, namely Levelset [1] and Deeplab [2], and four elaborated color channel combinations, namely POS [3], CHROM [4], O3C [5] and GREEN. In addition, we adapted Deep-perfusion, an artificial neural network for iPPG signal extraction [6], for pulse pressure estimation. Our aim was to evaluate the feasibility of automated pulse pressure estimation from RGB videos using state of the art methods for iPPG.

2. Methodology

2.1. Dataset

We acquired the dataset within a clinical study which was approved by the Institutional Review Board of the TU Dresden, Germany. The dataset comprises 70 patients recorded while recovering from cardiac surgery. Continuous invasive arterial blood pressure and RGB video were recorded synchronously. Due to the particular setting, the recordings mostly exhibit little motion but varying lighting quality as the experimental setup was handled by a clinician rather than a technical expert and within clinical daily routine. In contrast to other works in this domain, the underlying population mostly consists of older patients. Each video recording has a duration of approximately 30 minutes and was recorded using industrial grade cameras (Manufacturer: IDS Imaging Development Systems GmbH, Model: UI-3060CP). Patient characteristics and technical settings are summarized in Tab. 1.

2.2. Extraction of iPPG Signals

Our fully automated processing pipeline consists of several steps, shown in Fig. 1. First, we performed framewise skin segmentation using two different approaches: Levelset [1] and Deeplab [2]. Then, the identified skin pix-
els were averaged over each of the three color channels and for each frame. Subsequently, the three color channels were combined using elaborated methods, namely POS [3], CHROM [4] and O3C [5]. We additionally evaluated the GREEN color channel for comparison reasons. For Deepperfusion, we applied the processing steps described in [6]. Overall, nine different iPPG signals were extracted.

2.2.1. Signal Postprocessing and Correlation Analysis

Subsequently, all iPPG signals as well as the reference blood pressure signal were resampled to 100 Hz and filtered using a zero-phase 5th order butterworth filter with a pass band ranging from 0.5 Hz (30 bpm) to 3.33 Hz (200 bpm) (chosen according to IEC 60601-2-27). Next, the peaks and valleys were detected to compute the differences in between, i.e. the pulse strength for iPPG signals and pulse pressure for the reference blood pressure signal. Subsequently, non-overlapping 10-second intervals were built and the signal-to-noise ratio (SNR) was calculated as described in [2] for each window. Because the SNR quantifies the signal quality, it can be used as a filter to sort out intervals exhibiting low SNR (probably due to artifacts like movement or low lighting quality). After applying the SNR threshold on the intervals of each record the median pulse strength and median pulse pressure were computed resulting in one pair of values for each patient. We then performed an inter-patient linear correlation analysis between pulse strength and pulse pressure using pearson correlation coefficient \( r \) as the parameter that quantifies the linear correlation strength.

By nature, Deepperfusion can process any input regardless of the recording quality. However, this is not the case for skin segmentation based approaches which may fail due to non detected skin pixels. In such cases the signal extraction is impossible. Therefore, the number of available intervals varies, i.e. the sample size is greater or smaller what inturn effects the linear correlation analysis. To mitigate this effect, we only computed the weighted pearson correlation coefficient where the weight \( w_i \) for each patient \( i \) was computed by

\[
w_i = \frac{n_i}{N_i} (1)
\]

to respect the ratio of available intervals \( n_i \) after applying a SNR threshold filter over the maximum number of intervals \( N_i \). The maximum number of intervals is received if no threshold is applied. This effect is depicted in Fig. 2 and further discussed in Section 4.

3. Results

The results for the linear correlation analysis are depicted in Tab. 2. Deepperfusion demonstrated highest linear correlation if no SNR threshold filtering was performed, with \( r = 0.65 \). If a threshold of \( SNR \geq 0 \text{dB} \) was applied, i.e. at least equal signal and noise power, the combination of Deeplab with POS color combination demonstrated highest linear correlation with \( r = 0.63 \). Independent from the skin segmentation approach and any applied SNR threshold, the GREEN color channel exhibited the lowest performance in comparison to the different color channel combination methods. Our best methods show an increase of \( r \) of about 0.1 compared to previous work which based on the combination of manual skin segmentation and the GREEN color channel [7].
The linear correlation analysis is depicted in Fig. 3 for Deepperfusion and the combination of Deeplab with POS. For Deepperfusion, the pulse pressure (PP) could be estimated from pulse strength (PS) using

$$PP = 17 \text{ mmHg} \cdot PS + 12.8 \text{ mmHg}$$

(2)

without the necessity of SNR threshold filtering. For the combination of Deeplab with POS, it could be estimated with

$$PP = 13.6 \text{ mmHg} \cdot PS + 35.1 \text{ mmHg}$$

(3)

after filtering all intervals with $SNR \geq 0 \text{ dB}$.

4. Discussion

From our results, we draw three major conclusions. First, the combination of color channels is beneficial in the context of pulse pressure estimation from iPPG. Second, Deeplab is superior to Levelset and therefore more suitable for automated skin segmentation especially in the clinical context where objects like tubes and wires often occlude parts of the skin (see Fig. 1). Third, Deepperfusion is superior to all methods, although comparability is challenging due to the effect of sample size on linear correlation analysis with respect to SNR-based filtering of intervals. However, this effect applies to every comparison and is depicted in Fig. 2 where the available number of intervals and patients is shown in respect to the applied SNR threshold. For all methods we observe a decrease in the number of available intervals as the SNR threshold is increased. Beginning with $-2.5 \text{ dB}$ a decrease in the number of available patients can also be observed as for some patients there is no interval left exhibiting higher SNR. While this effect is approximately linear for the number of intervals, it is non-linear and different for each method regarding the change of the pearson correlation coefficient. Considering that SNR can only be computed in the presence of the ground truth heart rate which is unfavorable in a practical application, Deepperfusion is the most promising approach from our perspective. The correlation analysis, depicted in Fig. 3 shows that data points are more equally distributed along the regression line for Deepperfusion. This might indicate that the derived Eq. 2 is more reliable when applied to a new dataset. Nevertheless, this must be further investigated in future work.

5. Conclusion

Our results demonstrate the feasibility of fully automated remote acquisition of pulse pressure using iPPG. Our goal for future work is to incorporate additional features from the iPPG signal exploiting the time and fre-
Deepperfusion \((r = 0.65, \text{No SNR threshold})\)

Deeplab and POS \((r = 0.63, \text{SNR} \geq 0 \text{dB})\)

Figure 3: Results of the linear correlation analysis for (a) Deepperfusion and (b) the combination of Deeplab and POS (with SNR threshold filtering). Each dot in the scatter plots represents one patient (i.e. one recording) and its color indicates the number of intervals the median computation was based on. Because of the SNR threshold filtering of intervals the number for each patient differs for the two methods.

quency domain and therefore increase the precision of remote pulse pressure estimation. In addition, we will investigate the remote estimation of absolute blood pressure values in the same way.
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