Characterizing the Progression of Pulmonary Edema Severity: Can Pairwise Comparisons in Radiology Reports Help?
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Abstract

Accurately assessing pulmonary edema severity is critical for making treatment decisions in congestive heart failure patients. However, the current scale for quantifying pulmonary edema based on chest radiographs does not have well-characterized severity levels, with substantial inter-radiologist disagreement. In this study, we investigate whether comparisons documented in radiology reports can accurately characterize pulmonary edema progression. We propose a rules-based natural language processing approach to assess the change in a patient’s pulmonary edema status (better, worse, no change) by performing pairwise comparisons of consecutive radiology reports, using regular expressions and heuristics derived from clinical knowledge. Evaluated against ground-truth labels from radiology experts, our labeler extracts comparisons describing the progression of pulmonary edema with 0.875 precision and 0.891 recall. We also demonstrate the potential utility of comparison labels in providing additional fine-grained information over noisier labels produced by models that directly estimate severity level.

1. Introduction

Pulmonary edema is a condition in which fluid accumulates in the lungs, making it difficult to breathe and ultimately leading to respiratory failure if treated improperly [1]. It is often diagnosed using chest radiographs, which are interpreted by radiologists in a radiology report. Rather than the mere presence or absence of pulmonary edema, radiologists assess the severity of the condition, which allows clinicians to make better-informed treatment decisions based on quantitative phenotyping of patient status [2]. This is particularly important for congestive heart failure (CHF) patients, who demonstrate heterogeneous responses to treatment [3]. Accurate grading of pulmonary edema is a challenging task [4]. The underlying physiology of the condition is a continuous variable, but due to the innate difficulty of estimating continuous values, standard clinical practices use a discrete scale to rank the severity instead. The severity scale ranges from 0 to 3, with 0 indicating no pulmonary edema and 3 indicating the most severe level of pulmonary edema [5, 6]. However, the boundaries between these bins are not well defined in practice and do not generalize effectively across patients, resulting in substantial overlap between different radiologist interpretations.

Over the years, there has been increasing interest in using machine learning to improve the speed and accuracy of radiograph interpretation and eliminate the subjectivity of human judgment. Since most radiological data is unlabeled, researchers have investigated the use of natural language processing (NLP) techniques on radiology reports to extract labels for the associated radiographs [7, 8]. Liao et al. developed a program that employs keyword-matching to automatically extract pulmonary edema severity labels from radiology reports. These severity labels were used as “ground truth” for training a computer vision model to predict the severity of pulmonary edema from chest radiographs [7]. However, this keyword-matching approach makes the assumption that the radiologist who interpreted the associated radiograph correctly quantified the status of pulmonary edema in the image, a task that has been proven difficult even for experts [4].

While severity scores may not be accurate, other pieces of information documented in radiology reports may be more reliable. Often, when interpreting radiographs, radiologists reference previous radiographs in the series in order to describe how radiologic features such as fluid status have changed over time. Since making comparisons is easier than estimating values on a scale, we propose using comparison labels to extract more granular information about pulmonary edema status. In this study, we
present a rules-based NLP approach for automatically assigning comparison labels to radiology reports that document changes in pulmonary edema status. The comparison labels are used to derive comparisons between pairs of consecutive reports, which can be used for a number of applications. We hope the results can assist researchers in developing more accurately labeled datasets for modeling, better inform radiologists trying to understand the characteristics of the different pulmonary edema severity levels, and help clinicians develop more reliable tools for clinical decision-making.

2. Dataset

In this study, we used radiology reports from the MIMIC-CXR database [9]. Since the same keywords can imply different clinical findings depending on disease context, we limited our cohort to CHF patients to reduce keyword confounding as in Horng et al. [10]. The average number of chest radiographs taken per CHF patient during a single hospital stay was 13.78 (compared to 5.43 for a non-CHF patient), making it possible to generate multiple pairwise comparisons for a given patient.

We further filtered our dataset to include only consecutive radiology reports. Two radiology reports were defined as consecutive if the associated radiographs were acquired within 48 hours of each other, and if no other radiographs were performed in between. In total, we used 7,141 radiology reports comprising 4,896 pairs across 1,114 patients in our study. Reports that were both preceded and followed by another report were included in two distinct pairs.

Given a pair of consecutive radiology reports \( r \) and \( r' \) written at time \( t \) and \( t' \), respectively, where \( t' > t \), we define a comparison to be any description of change on the patient’s pulmonary edema state between time \( t \) and \( t' \). This change is captured in the text of \( r' \), so the comparison label identified for the pair \( (r, r') \) is simply the comparison label extracted from the document \( r' \). Comparisons are either worse, better, or no change. We also used a no comparison label for documents that contained no explicit comparisons about pulmonary edema in the text. In our study, we assumed that any comparisons described in a given radiology report were made relative to the report dated immediately before it.

2.1. Training Set

Our labeler was developed using a training set of 257 radiology reports across 34 patients, where each radiology report was involved in one or two consecutive pairs. Board-certified radiologists provided sentence-level comparison labels for sentences extracted from the “Findings” and “Impressions” sections of the radiology reports. These sentences were first identified as being relevant or not relevant to describing pulmonary edema status, and the relevant sentences were further assigned a comparison label capturing the change in severity of the condition. The 272 sentences that were considered to be relevant to pulmonary edema status yielded the following distribution of comparison classes: 36 worse, 40 better, 88 no change, and 108 no comparison.

2.2. Testing Set

To evaluate the performance of our labeler in constructing pairwise comparisons at the document level, we randomly selected 101 pairs of consecutive radiology reports that had been labeled as one of worse, better, or no change by the labeler. None of the documents in this set overlapped with the training set. A board-certified radiologist, blinded from the results of the labeler, provided manual comparison labels for these pairs at the document level only. Of the 101 pairs, the radiologist provided the following distribution of comparison labels: 24 worse, 26 better, 49 no change, and 2 no comparison. The 2 pairs of reports with the no comparison label were excluded from analysis, yielding a final testing set size of 99.

3. Pairwise Comparison Labeler

An automatic rules-based labeler\(^1\) was developed for assigning pairwise comparison labels to consecutive radiology reports written in free text. The labeler comprised three stages: 1) identifying sentences relevant to pulmonary edema, 2) identifying comparisons in individual sentences, and 3) constructing document-level pairwise comparison labels from sentence-level labels (Figure 1).

Figure 1. Labeler pipeline in three main stages.

3.1. Identifying Relevance

Any sentence containing either a positive or negative mention of pulmonary edema was considered relevant. We used CheXpert and a curated set of regular expressions (character sequences that define a search pattern) to identify these mentions. CheXpert is a rule-based labeler that extracts 14 different observations from the free text of radiology reports, including pulmonary edema [8].

\(^1\)Project code available at https://github.com/shu98/pulmonary-edema-project.
on the keywords curated by Liao et al. [7] and Irvin et al. [8], and with expert guidance from clinicians, we additionally constructed a more comprehensive list of regular expressions capturing (a) the various ways that pulmonary edema can be described in a radiology report and (b) radiologic findings that are related to, but not definitive for, the presence of pulmonary edema [5, 6]. Sentences mentioning related radiograph findings were only considered relevant if they did not contain mentions of other findings that could represent a differential diagnosis.

3.2. Identifying Comparisons

Only sentences that were considered relevant to pulmonary edema were assigned a comparison label. We used a rules-based approach to assign one of four classes (better, worse, no change, or no comparison), using a set of regular expressions developed in our study to capture the directional change for each of the categories. The presence of a comparison phrase from one of the better, worse and no change categories was used to assign the appropriate comparison label. Once comparison phrases were identified, we used the Negex library to determine whether the comparison was a positive or negative mention. Absence of any comparisons resulted in a no comparison label.

3.3. Constructing Pairwise Comparisons

Given the sentence-level comparison labels for a radiology report, we developed a set of rules to generate a single document-level comparison label. If all relevant comparison-containing sentences in the report were assigned the same class, then the radiology report was also assigned to that class. In the case of discrepancies between sentence-level labels, we employed a “last-first” approach, in which the last sentence describing a change in pulmonary edema status was given the highest precedent in determining the label of the entire radiology report. In a given pair of consecutive radiology reports \((r, r')\), the pairwise comparison label was taken from \(r'\).

4. Results

We evaluated the performance of the first and second stages of our labeler against our training dataset, which contains radiology reports labeled at the sentence level. All 1,492 sentences in this set of radiologist reports were provided a relevance label by a radiologist, and the 272 sentences that were considered relevant to pulmonary edema were provided a comparison label.

4.1. Identifying Relevance

The goal of this first stage was to identify sentences relevant to characterizing pulmonary edema status in radiology reports. Because these sentences would later be aggregated to form document-level labels, we wanted to capture as many sentences as possible in this step. It was therefore more important to prioritize recall over precision. Our labeler achieved an accuracy of 98.8% on this task, with a precision of 0.96 and a recall of 0.98.

4.2. Identifying Comparisons

We restricted our experiments and evaluation of this stage to the 272 sentences that were identified by a radiologist as relevant in determining pulmonary edema status. Metrics for individual classes were computed using a one-vs-all approach and are presented with the overall performance across classes in Table 1.

Table 1. Identifying sentence-level comparisons.

<table>
<thead>
<tr>
<th>Label</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worse</td>
<td>0.974</td>
<td>0.837</td>
<td>1.00</td>
</tr>
<tr>
<td>No change</td>
<td>0.971</td>
<td>0.955</td>
<td>0.955</td>
</tr>
<tr>
<td>Better</td>
<td>0.992</td>
<td>1.000</td>
<td>0.950</td>
</tr>
<tr>
<td>Overall</td>
<td>0.967</td>
<td>0.949</td>
<td>0.945</td>
</tr>
</tbody>
</table>

The performance of our labeler in assigning pairwise comparisons to pairs of consecutive radiology reports was evaluated against a testing set of reports that were not used in the development of any stage of the labeling pipeline. The results are displayed in Table 2.

Table 2. Identifying document-level comparisons.

<table>
<thead>
<tr>
<th>Label</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worse</td>
<td>0.916</td>
<td>0.846</td>
<td>0.917</td>
</tr>
<tr>
<td>No change</td>
<td>0.959</td>
<td>0.904</td>
<td>0.959</td>
</tr>
<tr>
<td>Better</td>
<td>0.808</td>
<td>0.913</td>
<td>0.808</td>
</tr>
<tr>
<td>Overall</td>
<td>0.909</td>
<td>0.875</td>
<td>0.891</td>
</tr>
</tbody>
</table>

4.3. Common Errors

While our labeler correctly labeled the majority of radiology reports, there were some cases in which it failed due to the presence of more complex sentences. For example, when a sentence contained multiple observations close together, all with different modifiers, the labeler occasionally selected the wrong modifier to associate with the change in pulmonary edema status (e.g. “Exam is otherwise remarkable for improving asymmetrical pulmonary edema and apparent increase in size of bilateral effusions”, which contains the comparison words “improving” and “increase” in close proximity to the pulmonary edema mention.) Additionally, our labeler also struggled with sentences in which the same modifier applied to multiple observations and the modifier lay too far away from the pulmonary edema observations (e.g. “Unchanged evidence of moderate cardiomegaly, atelectasis, and overall mild-to-moderate pulmonary edema”).
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4.4. Comparison to Severity Labeler

To illustrate the advantage of extracting comparison labels from radiology reports over directly identifying the severity of pulmonary edema, we compared the output of our comparison labeler to the output of the keyword-based severity labeler developed by Liao et al. [7]. Because we wanted to see how pairwise severities compared to pairwise comparison in our evaluation, it was only meaningful to consider pairs of reports in which both reports had been assigned a severity label and in which the overall pair had been assigned a comparison label. In total, there were 243 such pairs. Table 3 summarizes the discrepancies in output labels between the two methods.

Table 3. Distribution of class labels assigned by comparison versus severity labelers.

<table>
<thead>
<tr>
<th></th>
<th>Severity Labeler</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Worse</td>
</tr>
<tr>
<td>Comparison</td>
<td>27</td>
</tr>
<tr>
<td>Labeler</td>
<td>15</td>
</tr>
</tbody>
</table>

4.5. Comparison to Computer Vision Model

We also compared the comparison labeler with the computer vision model developed by Liao et al., which outputs severity labels for pulmonary edema based on radiograph images [7]. Again, we only considered pairwise radiograph studies in which both images had a severity label and the pair of reports had a comparison label, and we analyzed the document-level comparison label from the comparison labeler and the signed difference between severities from the computer vision model. Out of the 2,404 pairs that were considered, 47% of them showed discrepancies between the two labelers (Table 4). Interestingly, of all the pairs classified as better and worse by the comparison labeler, 43% of those pairs were indicated to have no change by the computer vision model, supporting the hypothesis that the computer vision model may not have taken into account more fine-grained differences between pulmonary edema status within the same severity class.

Table 4. Distribution of class labels assigned by comparison labeler versus computer vision model.

<table>
<thead>
<tr>
<th></th>
<th>Severity Labeler</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Worse</td>
</tr>
<tr>
<td>Comparison</td>
<td>248</td>
</tr>
<tr>
<td>Labeler</td>
<td>249</td>
</tr>
</tbody>
</table>

5. Conclusion

In this study, we presented a rules-based approach that achieves high performance on assessing directional change in pulmonary edema severity between consecutive radiology reports. This work may help clinicians gain more comprehensive insights into the pulmonary edema severity spectrum and better characterize the radiographic features that define each severity level. To the best of our knowledge, our work is the first attempt to automatically characterize pulmonary edema progression from radiology reports. In the future, we would be interested in exploring more advanced algorithms to capture the complex cases that our current labeler misses, improving computer vision models by incorporating comparison labels during training, or constructing approximate rankings of pulmonary edema severity from pairwise comparisons.
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