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Abstract

We develop a deep-learning-based algorithm to predict the probability of recovery of a comatose patient who has suffered a heart attack by analyzing electroencephalogram (EEG) and electrocardiogram (ECG) data. These have been provided to participants in the George Moody Physionet Challenge (2023); our team name is RPG@IISC. Given EEGs and ECGs, we extract, from hour-long traces for each patient, the burst-suppression (BS) rate, inter-channel EEG correlations, time intervals between successive peaks of ECG, and associated heart variability rate (HVR) metrics. We also use other information provided, e.g., patient age, sex, return of spontaneous circulation (ROSC), in-hospital or out-of-hospital cardiac arrest, presence of a shockable rhythm, and targeted temperature management. With these features, we then use combinations of convolutional neural networks (CNNs) and long short-term memory (LSTM) networks to make predictions of (a) the probability of recovery \( \mathcal{P} \) and (b) the cerebral performance category (CPC), at hourly scales; we then combine these hourly results to predict final values for \( \mathcal{P} \) and CPC. In the official phase, when evaluated at 72 hours after ROSC, the score obtained by our algorithm on the hidden-validation data and hidden-test data is 0.63, and 0.43 (ranked 24\textsuperscript{th}), respectively.

1. Introduction

After a heart attack, a significant number of patients become comatose [1]. During this comatose period, an efficient diagnosis of the condition of the patient is crucial for predicting the probability of recovery \( \mathcal{P} \) and the optimal treatment. Hence, it is essential to collect patient data continuously for careful analysis. Electroencephalography (EEG) recordings from patients play a vital role here [2,3]. However, they lead to very large data sets, whose complexity and analysis pose considerable challenges for all except a limited number of specialist clinicians. Therefore, automated-data-analysis techniques can help greatly to extract \( \mathcal{P} \) from these recordings.

Some recent studies have obtained machine-learning-based predictions of outcomes for post-heart-attack comatose patients [see, e.g., Refs. [5,6]]. These approaches focus on extracting features from EEG data sets, which are then used to predict neurological recovery. We build on these studies by developing an efficient machine-learning algorithm that extracts features from the EEG, ECG, and other patient data to predict \( \mathcal{P} \) and the cerebral performance category (CPC) [7], for a patient who is recovering from a coma after a heart attack, at hourly scales; we then combine these hourly results to predict the final values for \( \mathcal{P} \) and CPC. For our analysis, we use the data that have been provided to participants in the 2023 George Moody Physionet Challenge [8,9]; our team name is RPG@IISC.

2. Methods

The challenge database [10] consists of information on 1020 patients; data for 607 patients have been made available to develop models; the remaining data (hidden) have been used for the validation and testing of these models. To develop our machine learning algorithm, we use some commonly studied metrics that are used to analyze EEG and ECG data. During the unofficial phase, 18-channel EEG data were provided; and in the official phase, 22-channel EEG data [Fp1, Fp2, F7, F8, F3, F4, T3, T4, C3, C4, T5, T6, P3, P4, O1, O2, Fz, Cz, Pz, Fpz, Oz, and F9 channels] and 5-channel ECG data [ECG, ECG1, ECG2, ECGL, and ECGR] were provided. We use the following metrics:

1. Burst-suppression [11,12] (BS) patterns, with the BS rate [12], in an interval of EEG, quantified as

\[
\text{BS rate} = \frac{\text{time EEG spends below a specified threshold}}{\text{total time interval}}
\]  

2. We quantify inter-channel EEG correlations using Pearson’s correlation [13].

3. We measure the EEG background activity (EBA) in our EEG data [14,15] with power spectral density of \( \alpha, \beta, \delta, \ldots \).
function. We then add a convolutional layer with 64 filters, kernel size $2 \times 2$, and a max-pool layer with pool size $2 \times 2$ and the ReLU (Rectified Linear Unit) activation function. We then add a convolutional layer with 64 filters, kernel size $2 \times 2$ and the ReLU activation function; the flattened output from the previous layer is passed through a dense layer of 64 nodes, followed by another dense layer of 32 nodes, and with 2 nodes in the final layer. We use the mean-squared-error loss function and the Adam Optimizer to update weights. We use variable length, single-layered LSTM with 128 nodes and 2 output nodes, with the mean-squared-error loss function and the Adam Optimizer to update weights. The CNN and LSTM architectures are the same throughout (not optimized) for simplicity. We implement these algorithms with TensorFlow [17].

To train our CNNs for $P_r$, the probability of recovery, and $C_t$ (CPC), based on data provided at hour $t$ [with each hour of the patients’ data, we assign their output data as training labels], we use EEG features $1 - 3$ as inputs and combine all the channel features for these inputs. We train separately for the features from each channel of ECG, as the available channel data vary significantly from patient to patient. We train with an array of intervals of successive differences of peaks, separated by at least 0.4 s, from the ECG as inputs to our CNNs. Below, we outline different methods we use in this study to arrive at the final outputs.

- M1: In an hour, we consider the cleanest 5 minutes of EEG data in the unofficial phase of the challenge; this requires $30000 \times 18$ matrices [30000 points in the time series recording (100 Hz sampling frequency) for each of the 18 EEG channels]. We reduce the dimensionality of the data by extracting EEG features. To get the BS rate, we consider 30 epochs [30 intervals of 10s with 1000 data points each] to calculate the fraction of the EEG below the 1.5mV threshold [not optimized]. With all the 18 EEG channel data combined, we have a $30 \times 18$ representation.
Figure 2. Schematic diagram of our algorithm: The features extracted from EEG data: burst-suppression (BS) rate, background activity (EBA), inter-channel correlation matrix (Corr.), and the array of time intervals between two successive peaks in the ECGs (RR-intervals: RRI-0, RRI-1, RRI-2, RRI-L, RRI-R corresponds to five different ECG channels), are fed as inputs into the 1D CNNs (CNN1-CNN8) from the hourly data. For each feature, we use the same strategy as in M1 to get the final probability of recovery \( P \) and CPC \( C \). We then train LSTMs with \( P_t \), \( C_t \), and \( t \) to predict the final outcome for each feature \( (P_F, C_F) \). LSTM10-LSTM14 are trained to predict \( (P_F, C_F) \) with heart rate variability metrics \( \text{HRV}_t \) as inputs. LSTM1 is trained with additional patient data (age, sex, etc.) as inputs. Then we average over all the features (only EEG or both EEG and ECG features): \( \langle P_F \rangle \) and \( \langle C_F \rangle \), to get the final probability of recovery \( P \) and CPC \( C \).

For each channel, we concatenate into one vector of length 85 the \( \alpha, \beta, \delta, \) and \( \theta \) power spectral densities (PSDs) calculated via the Welch method; thus, 18 channels yield an 85 × 18 matrix. Inter-channel correlations yield an 18 × 18 matrix. We replace all missing data with their average values. We feed \( P_t, C_t \) and \( t \) into our LSTM networks and train them to obtain the predictions \( P_F \) and \( C_F \) for each feature. Furthermore, we use LSTMs to predict patient outcomes for the additional patient features. Then we average over all the features \( \langle P_F \rangle \) and \( \langle C_F \rangle \) in Fig.2 to get the final probability of recovery \( P \) and CPC \( C \).

- **M2**: The input features for M2 are the same as those for M1. We split the training data into two parts and trained two separate sets of CNNs to make the hourly predictions \( P_t \) and \( C_t \). The CNNs are trained on one set; they are then used to predict \( P_t \) and \( C_t \) on the other set. The LSTMs are then trained on these data to predict the final outcome for each feature. We use the same strategy as in M1 to get the final \( P \) and CPC \( C \).

- **M3**: In an hour, we consider EEG inputs up to a maximum size of 600000 × 19 [600000 points in time series recording (sampling frequency from 250 – 528 Hz) for each of the 19 EEG channels] as the available data sizes vary in the official phase. The EEG signal is then band-pass filtered; this removes frequencies outside 0.1Hz-30Hz [we apply a notch filter to remove the utility frequency if it lies in the range 0.1Hz-30Hz] and reduced to a maximum size of a 300000 × 19 matrix [normalized in the range [-1,1], with a re-sampled frequency of 128 Hz]. We use the BS rate for 120 epochs with 0.25 as the threshold [which gave the best results] for each 10s interval; the combined data for all channels yields a 120 × 19 matrix. EBA is quantified as in M1; the input size of the EEG time series is not constant, so the PSD vector has a variable length; we considered the first 60 entries for each channel (not optimized) yielding a 60 × 19 matrix [Fig.1b]; the inter-channel correlation matrix yields a 19 × 19 matrix [Fig.1a]. The final \( P \) and CPC are inferred as in M1.

- **M4**: EEG input features are the same as that of M3; in addition, we consider ECG data from 5 channels. We calculate the first 2000 intervals between peaks [Fig.1d] in the hourly ECG data and then train the CNNs to output \( P_t \) and \( C_t \). We then train LSTMs with \( P_t, C_t \) and \( t \) as inputs, to predict \( P \) and CPC. We also train some LSTMs to predict outcomes with HRV and time \( t \). We then average these predictions as in M1.

- **Other methods**: We have also looked at methods in which the final predictions are obtained by taking the averages of \( P_t \) and \( C_t \), over both times and features [for both EEG and ECG features]; however, the performances of these methods are inferior to M1 and M3.

3. Results

In the challenge, the algorithms were evaluated with the true positive rate at a false positive rate of 0.05 as the scor-
<table>
<thead>
<tr>
<th>Method</th>
<th>Training</th>
<th>Validation</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3</td>
<td>0.41</td>
<td>0.63</td>
<td>0.43 (rank: 24)</td>
</tr>
<tr>
<td>M1</td>
<td>0.45</td>
<td>0.61</td>
<td>-</td>
</tr>
<tr>
<td>M2</td>
<td>0.32</td>
<td>0.38</td>
<td>-</td>
</tr>
<tr>
<td>M4</td>
<td>0.27</td>
<td>0.28</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1. Scores [true positive rate at the false positive rate of 0.05] on the training-cross-validation data, hidden-validation and test data for methods M1-M4 when evaluated at the end of 72 hours.

When trained on the cleanest 5-minute data set [unofficial phase] and evaluated at 72 hours after ROSC, our method M1 gave a score of 0.45 on the training cross-validation data and a score of 0.61 on the hidden validation data. On replacing M1 with M2, these scores deteriorated to 0.32 and 0.38, respectively, so we did not use method M2 during the official phase. During the official phase, we used method M3, with only EEG data, and M4, with both EEG and ECG data. At the end of the first 72 hours after ROSC, we obtained a score of 0.63, with M3, and 0.28, with M4, on the hidden-validation data [see Table 1]. M3 obtained a score of 0.43 (ranked 24) on the hidden-test data.

4. Discussion and Conclusions

We have explored our models with only EEG features and with both EEG and ECG features. Our algorithms have performed best with EEG features, and the inclusion of ECG data has not increased their performance; this is consistent with most of the other teams, as the majority of the algorithms presented in the challenge used only EEG data. Our work can be extended by tuning model parameters, optimizing CNN and LSTM architectures, and by including feature cross-correlations.
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