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Abstract

Chagas disease is an endemic disease that in recent decades has ceased to be a rural disease to become mainly an urban disease. In this way, it currently constitutes a public health problem since 70 million people are at risk of contagion of this potentially fatal disease. This disease has an acute and a chronic phase, where in the latter it usually has cardiac involvement that can often be silent and asymptomatic at the beginning. As a result, the establishment of early markers in this type of patients is of great interest. To achieve this, the present study proposes the analysis of RR data through permutation entropy and feature extraction.

This study analyzes three groups: 83 volunteers (Control), 102 with Chagas but without cardiac involvement (CH1) and 107 with mild to moderate incipient heart failure (CH2). The data used is from the 24-hour ECG recording, RR intervals are shown in 288 5-minute frames. The analysis performed using permutation entropy and feature extraction shows significant differences between the 3 groups. These data, after a selection of significant segments and dimension reduction by means of PCA, were used in a densely connected neural network that has shown more than satisfactory results, obtaining 98% total accuracy and precision greater than 97% when classifying each group, thus constituting a powerful tool for risk stratification and classification of patients.

1. Introduction

Chagas disease, caused by the parasite Trypanosoma Cruzi [1], is a serious and extremely fatal disease that occurs mainly in Latin America where, according to the Pan American Health Organization [2], there are currently between 6 and 7 million people infected and tens of millions more at risk of infection. This originally endemic disease in Latin America has been spreading in recent years to other countries such as Canada, the United States and some European countries [3], due to the fact that the epidemiological pattern no longer focuses solely on vector transmission, considering now also blood transfusion and organ donation, this, consummated with the mobility of the population due to migrations, has expanded the scope of the disease [4, 5]. This situation creates an imperative necessity for cheaper and faster ways to detect the disease. The disease has an initial acute phase, commonly asymptomatic, with a duration of approximately 2 months, which, if not treated, evolves to a chronic phase in which 40% of patients develop cardiac involvement, frequently congestive heart failure [6–9].

Previous works have used heart rate variability analysis techniques in patients with congestive heart failure [10], likewise, there are studies that demonstrate the efficacy of the application of information entropies [11] in similar problems. Thus, this work proposes the use of permutation entropy, which has already shown good results to distinguish between patients with Chagas disease from healthy people [12]. This non-linear parameter, together with the statistical characteristics that characterize each patient, were used as input data for a neural network, with the aim of creating a powerful tool that correctly classifies and distinguishes between healthy patients, patients with the disease but without involvement cardiac, and patients with cardiac complications.

2. Database

The database used was provided by the Institute of Tropical Medicine of the Central University of Venezuela [12]. It consists of 24-hour ECG recordings taken from individuals who underwent various evaluations, including Machado-Guerreiro serologic test, electrocardiogram, echocardiogram, and chest X-ray. Based on the results of these assessments, each patient was classified into one of three groups. The first is the control group which is made up of 83 healthy people. The CH1 group is made up of 102
patients with positive serology but normal in the rest. Finally, there are 107 patients with positive serology and, in addition, evident cardiac involvement in one or more tests (with incipient heart disease, first-degree AV block, sinus bradycardia, or RBBB), who make up the CH2 group.

3. Method

In order to obtain the QRS complexes from the ECG, the Pan-Tompkins [16] algorithm was applied. The data was then divided into 5-minute segments, covering the entire day in 288 segments. The tachogram (R-R intervals) was generated for each segment, thus representing each patient by a matrix with 288 rows containing the RR intervals. Finally, the data was processed with an adaptive filter [17].

The RR data of each patient were treated using permutation entropy (PE), a nonlinear characteristic that measures the complexity and regularity of a time series, based on the presence of patterns in it. It was defined by Bandt and Pompe as [18]:

$$H(n) = -\sum p(\pi) \log p(\pi)$$

The permutation entropy takes into account all the possible permutation patterns $\pi$ of consecutive values and accounts for their relative appearance in the time series $p(\pi)$, it is necessary to emphasize that this parameter does take into account the order of appearance of the values. The permutation entropy was calculated for each row of RR intervals, in such a way that each patient has a vector of 288 PE values that represents it. The vectors of each patient were grouped into 3 groups according to their condition: CONTROL, CH1 and CH2, thus forming matrices for each one. An average per column was taken from these matrices to create PE circadian profiles for each group, which were analyzed using the Kruskal Wallis Test to verify that there are significant differences between them. Then, with this technique various PE parameters were tested until preserving most of the information contained in the original vectors. Next, the data was divided into two groups for training and testing, made up of 75% and 25% of the total data respectively. Additionally, 25% of the training data was used to validate the model.

The model has 1 input layer with 20 neurons and dimension 150, which uses the activation function sigmoid, 3 hidden layers of 15, 9 and 7 neurons, all three with activation function gelu and finally an output layer with 3 neurons and softmax as activation function.

Likewise, an optimizer Adam with a learning rate of 0.001 was implemented, the number of epochs was set at 250 but the callback EarlyStopping was used with patience of 3 epochs to avoid overfitting.

Finally, we obtain the training and validation graphs with respect to the epochs. From the results of the test set we also obtain the confusion matrix that shows the correct and incorrect classification for each group and the ROC curve for the classifier from which we can obtain the respective area under the curve.

4. Results

The loss function in Figure 1 shows a smoothly decreasing behavior both in the training set and in the validation set, reaching values quite close to 0, reaching approximately 0 in the training and up to approximately 0.2 in the validation. Since the loss function is used to indicate the error made by the neural network, its tendency to decrease means that it is improving over the epochs and this improvement is fast as it only needs 30 epochs for its convergence.

Regarding the categorical accuracy, showed in 2, both the curve corresponding to the training and the validation had a smoothly increasing trend throughout the epochs, both
reaching values that tend to 1.0, the training curve fully reached this value, but the corresponding at validation it stagnated at a value slightly above 0.9. However, despite this, its increasing trend and smooth curves symbolize a correct performance of the network when classifying the cases between Control, CH1 and CH2. It is possible to concentrate the information of the classification of the patients in a confusion matrix, which is shown in Figure 3. This evidenced an excellent classification work since all the elements outside the diagonal are minimum values, with only 5 cases being erroneously classified. This predominant density of cases on the diagonal indicates a more than satisfactory classification by the neural network. Quantitatively, from this matrix it is possible to find the total accuracy of the model and the precision, recall and F1 score for each group. Thus, there is a total accuracy of 98%. The CONTROL group obtained 99% precision, recall and F1 score. Regarding the CH1 group, the precision is 97%, the recall is 96% and the F1-score is 97%. Finally, for the CH2 group, the precision was 97%, the recall 99% and the F1-score 98%. Figure 4 shows the different ROC curves where the individual ROC curves for each group use a one-versus-all approach, taking that group against the rest. In a ROC graph, the rate of false positives or 1-specificity is located on the x-axis and on the y-axis the true positives or sensitivity, which are sought to be minimized and maximized respectively. Therefore, the closer a point is to the left corner of the graph, the better the performance in the classification. The observed diagonal line that is drawn starting from the origin indicates the randomness in the classification work, it is called the discrimination line, curves obtained above this indicate a satisfactory classification. From Figure 4 it is evident that all the plotted curves are quite close to the upper left corner, indicating a more than satisfactory classification.

Another parameter to take into account is the area under the curves (AUC), where the closer to 1 they are, the classifier shows better performance. It is possible to see that the AUC of curves corresponding to curve of class CONTROL and CH2 have a value of 1, and the AUC of class CH1 a value of 0.99, very near to 1. About the macro average ROC curve, it has an AUC value of 1 and the micro average a value of 0.99, all of these results are excellent and indicates a good classification work made by the network.
5. Discussion and Conclusions

The analysis of RR data by permutation entropy and feature extraction to be used as input data for a densely connected neural network whose specific architecture was previously described constitutes an effective method for the diagnosis and classification of patients with Chagas disease. This method is validated by having a satisfactory performance, reaching a total accuracy of 98%, group precision greater than 97%, and AUC greater than 0.99 for all plotted ROC curves. These high values demonstrate the great classification work carried out by the network. Likewise, the graphs that show the evolution of loss and categorical accuracy through the epochs show a good evolution both in the training and validation stages, obtaining values as low as approximately 0 in the case of loss and as high as approximately 1 in the case of categorical accuracy in the validation stage. The only observation that could be made regarding these is their slight stagnation at slightly higher values in the validation curve, however, since they are not drastically high values, they do not mean a problem. In this way, the results found in the present work validate the use of permutation entropy in RR data for the differentiation between patients with Chagas disease [12]. Likewise, feature extraction and data augmentation improve network performance by overcoming data limitations, improving the accuracy result from 91% to 98% in the classification work compared to previous works [20].
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